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Abstract. Web-services keep making headlines, not only in technical journals 
but also in the wider media like The Economist.  Is this just a sales plot of the 
fragile software industry targeted to the companies and organisations that want 
to operate in the new economy as enabled by the internet and wireless commu-
nication?  Or is there a new paradigm as far as software development is con-
cerned?  Should we, scientists, regard this as a challenge?  Or dismiss it as 
hype?  In this paper, we analyse these questions in the context of the notions of 
complexity that arise in software development and the methods and techniques 
that can be offered to address them. 

1   Introduction 

component (n): a constituent part 
complex (a): composed of two or more parts 
architecture (n):   

1 : formation or construction as, or as if, the result of conscious act;  
2 : a unifying or coherent form or structure  

Hardly anybody working in computer science or software engineering can claim to be 
immune to the hype that surrounds “web services”.  However, in spite (or because…) 
of all the frenzy, it is not clear whether there is any room for a real scientific discus-
sion.  After all, it is the big companies that have been driving most of the activity in 
this area.  This is why many people in academia and research are asking if this isn’t 
just a sales plot of the software industry targeted to the companies and organisations 
that want to operate in the internet…  Is there really a new paradigm as far as software 
development is concerned?  Should we, scientists, regard this as a challenge?   Or 
dismiss it as mere industrial hype? 

One of arguments made in favour of a new discipline, and a line that one could en-
visage pursuing in a scientific debate, opposes “components” to “services”.   How-
ever, the term “component” is being used more and more frequently in software engi-
neering, at the expense of conveying less and less meaning.  People are also drawing 
analogies with the use of these concepts in arts, science, and engineering without a 
clear sense of purpose.  This is raising more confusion and less confidence in the us-
age of methods and tools being advertised for component-based development or soft-
ware architecture design. 
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Nevertheless, bringing the term component into the arena is important because it 
points a finger to one of the crucial dimensions of (software) engineering: complexity.  
Decomposition of a problem into sub-problems is the best (only?) way that humans 
have found to tackle complexity.  Every discipline of decomposition leads to, or is in-
trinsically based on, a notion of component and composition: ça va de soi!  The way 
we decompose a problem, or the discipline that we follow in the decomposition, fur-
ther leads to an architecture, or architectural style, that identifies the way the problem 
is structured in terms of sub-problems and the mechanisms through which they relate 
to one another.  

This remark can hardly be classified as a deep insight but the fact is that the differ-
ences that we can witness in the use of the terms “software component” and “software 
architecture” can be attributed to the simple fact they address different notions of 
complexity that arise in the process of engineering software systems.  Hence, can we 
frame the debate on services in the context of complexity?  Are services the compo-
nents of a new architectural approach?  If so, for which notion of complexity? 

In our opinion, any answer to this question requires an analysis of the forces that 
have made software development practice evolve over the past 50 years or so, as well 
as the recognition of some of the fundamental milestones of this evolution.  The pur-
pose of this paper is, precisely, to guide the reader through a journey in the history of 
software engineering, hoping that, at the end, a clear case for a new paradigm will 
have emerged.  In this process, we will make use of the following figure borrowed 
from [24]: 

2   In the Beginning…  

Fig. 1 makes clear the fact that, in the early days, software development took place 
“in-the-head” of a person (a term that we prefer to “any-which-way”).  That person 
had a problem that, typically, consisted of some complex computation needed to ob-
tain some important result (e.g. the next best move during a game of chess) that the 
person would consume upon termination.  To solve that problem, the person would 
develop a program to run on a particular machine.  

2.1   From Programming “in-the-head” to “in-the-small” 

Programming took place “in-the-head” in the sense that it did not concern anybody 
else except the programmer: only the results of the execution were needed, the pro-
gram being just a means to that end.  The program thus built would reflect very 
closely the architecture of the machine available to run it.  The programmer would of-
ten have to resort to all sorts of “tricks” to get around the limitations of memory and 
speed.  This is why it seems unjust to qualify this activity as programming “any-
which-way” as it often required a deep knowledge of the target machine.  In any case, 
programming was a one-off activity best performed by virtuosi in absolute control of 
the execution infrastructure and with the final result of the execution as the primary 
goal of the activity. 

This changed when, instead of the result of the execution, the programmer had the 
solution (as embodied in the program itself) as a business goal.  For instance, instead 
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Fig. 1 

of a chess fanatic developing a program for his pocket calculator to compute the next 
move on a given configuration, we are now talking of a scenario in which a chess-
playing program is developed to be sold to clients who will run it themselves on their 
machines for their own purposes.  A crucial landmark is thus reached: programs, in-
stead of the results of their executions become the goods.  In other words, software 
becomes a product.   

In order to make commercial sense, it is essential to develop programs that can be 
run in different machines.  Programming becomes an activity that cannot be purely 
conducted “in-the-head” as it needs to take into account that the resulting software is 
to be commercialised.  The separation between program and code executable on a 
particular computer is supported by machine-independent programming languages 
and compilers.  In fact, this separation consists of an abstraction step in which the 
program written by the programmer is seen as a higher-level abstraction of the code 
that runs on the machine.   

A crucial aspect of this abstraction process is the ability to work with data struc-
tures that do not necessarily mirror the organisation of the memory of the machine in 
which the code will run.  This process can be taken even further by allowing the data 
structures to reflect the organisation of the solution to the problem, even if they are 
not available in the target programming language.  Specification languages support 
the definition of such data structures and the high-level programs that use them.   

Program development methodologies [6,] further address the problem of develop-
ing “real” programs from such high-level descriptions.  They help the software devel-
oper arrive to a solution to the original problem regardless of the fact that the resulting 
program is for self-consumption of for sale.  For instance, in the 70s, so-called struc-
tured programming provided abstractions for controlling execution that introduced a 
totally new discipline into software development by separating control flow from the 
text of programs.  Before, control flow was largely defined in terms of GOTO state-
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ments that transfer execution to a label in the program text.  Structured programming 
provides constructs such as "if-then-else" and "while-do" for creating a variety of con-
trol execution patterns that can be understood independently of the order in which the 
program text is written. 

2.2   Program Architectures 

Through methods supporting programming in-the-small we are led to notions of pro-
gram component and architecture that allow us to tackle the complexity of controlling 
the flow of execution.  In Fig. 2, we present the architecture of a run length encoder1 in 
JSP [15], one of the methods that introduced structured programming.  In JSP, pro-
gram development follows a top-down approach in the sense that blocks are identified 
and put together according to given control structures (sequential composition, itera-
tion, etc).  Each block is then developed in the same way, independently of the other 
blocks.  The criteria for decomposition derive from the structure of the data manipu-
lated by the program. 

The advantage of this architectural representation is that it decomposes control 
flow according to the structure of the input data into well-identified components.  
Each of these can be individually programmed and put together using the primitives 
of the specific programming language that is chosen for a particular implementation.  
Different methodologies lead to different architectures, of course. 

In what concerns the software industry, it is clear that programming methodologies 
have a significant impact in the delivery time and cost of the final product.  By allow-
ing the programmer to work at higher levels of abstraction, results from the theory of 
algorithms and complexity can be used for controlling performance in space and time, 
which is an important factor of quality.  When seconded by mathematical semantics, a 
method and associated language can even assist the proof of the correctness of the 
product with respect to a high-level specification of its functionality as given, for in-
stance, through input/output specifications.  This further adds to the quality of the fi-
nal product.  

It is not our purpose in this paper to promote any specific such language and 
method, especially because the debate on what consists good support for program 
construction is not closed and new methods/languages keep being proposed.  Never-
theless, we would like to mention artificial intelligence as a methodology that pro-
vides abstractions for programming that derive from the way humans solve problems, 
and object-oriented programming as a discipline based on the packaging of data and 
functionality together into units called objects. 

Finally, we would like to point out that we have been discussing abstractions for 
handling the complexity of solving a given problem in terms of a computer program.  
In this activity, the complexity lies more in the nature of the problem that needs to be 
understood and the process of coding it than in the resulting solution (application). 
For instance, programs that play chess, unlike some of their mechanical ancestors, are   
 
                                                           
1  A run length encoder is a program that takes as input a stream of bytes and outputs a stream 

of pairs consisting of a byte along with a count of the byte's consecutive occurrences in the 
input stream. 
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Fig. 2 

not known for the complexity of their structure in terms of the modules/parts that they 
are assembled from.  They give headaches to coders, not to project managers and their 
maintenance groups.  Indeed, chess playing is seen more as a testing ground for artifi-
cial intelligence than software engineering.  

3   The “Software Crisis” 

In September 1994, an article in the Scientific American alerted to the “Software’s 
chronicle crisis”: software was recognised to be manufactured as in a “cottage indus-
try” and not according to the “industrial standards of mass production and reliability. 
The article identifies the underlying problem as being one of “complexity”: 

The challenge of complexity is not only large but also growing. […]. To 
keep up with such demand, programmers will have to change the way that 
they work. "You can't build skyscrapers using carpenters," Curtis quips. 

3.1   Programming in-the-Large 

The problem identified in this article was known for many years when it was pub-
lished, certainly since the famous 1968 NATO conference in Garmisch-
Partenkirschen.  What is significant about this article is the fact that it appeared in the 
Scientific American, a publication that reaches an audience much wider than com-
puter scientists and software engineers.  The reason it deserved being published in 
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such a journal was that the general public had just been hit by one of the most famous 
software-related failures: the luggage delivery system that kept the brand new Denver 
airport shut for months at a huge expense.  In other words, it is not that the problem 
had suddenly started to give headaches to software developers but that it became clear 
that it was hurting the economy, i.e. reaching into people’s pockets. 

Indeed, as the scope and role of software in business grew, so did the size of pro-
grams:  software applications were (and still are) demanded to perform more and 
more tasks in the business domain and, as a consequence, they grew very quickly into 
millions of lines of code.  Sheer size compromised quality: delivery times started to 
suffer and so did performance and correctness due to the fact that applications became 
unmanageable for the lone programmer.  The analogy with building skyscrapers using 
carpenters is a very powerful one.  Engineering principles were quickly identified to 
be required to face the complexity of the product and the term programming “in-the-
large” was coined to reflect the fact that software development needed another activ-
ity to be supported: one that could break the task into manageable pieces [5]. 

We distinguish the activity of writing large programs from that of writing 
small ones.  By large programs we mean systems consisting of many small 
programs (modules), possibly written by different people.[…] 

We argue that structuring a large collection of modules to form a "system" 
is an essentially distinct and different intellectual activity from that of con-
structing the individual modules. That is, we distinguish programming-in-
the-large from programming-in-the-small. 

This is where a second important landmark in the history of Software Engineering 
is normally placed.  Please note that these are just milestones: the columns in Fig. 1 
should not be taken as disjoint periods in this history.  In fact, one should ignore the 
reference to the decades (60s, 70s, 80s and 90s) as they are neither accurate nor iden-
tifiers of periods in the history of Software Engineering.  Indeed, there is still a role 
for programming-in-the-small, as recognised above, and for programming-in-the-
head, e.g. for software embedded in some critical systems. 

3.2   Module Interconnection Languages 

It should be clear that programming in-the-large addresses an altogether different no-
tion of complexity, one that occurs at “design” or “compile” time.  We are not so 
much concerned with the flow of execution of a computation but with “workflow” in 
a development process. 

 A different kind of decomposition is, therefore, at stake: one that addresses the 
global structure of a software application in terms of what its modules and resources 
are and how they fit together in the system. The resulting components (modules) are 
interconnected not to ensure that the computation progresses towards the required 
output, but that, in the final system, all modules are provided with the resources they 
need (e.g. the parsing module of a compiler is connected to the symbol table).  In 
other words, it is the flow of resources among modules that is of concern.  Therefore, 
one tends to use primitives such as export/provide/originate and import/require/use 
when designing individual modules. 
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The conclusions of Parnas’ landmark paper [20] are even clearer in distinguishing 
program complexity/architecture from the complexity that is associated with pro-
gramming “in-the-large”: 

We have tried to demonstrate by these examples that it is almost always 
incorrect to begin the decomposition of a system into modules on the basis 
of a flowchart.  We propose instead that one begins with a list of difficult 
design decisions or design decisions which are likely to change.  Each 
module is then designed to hide such a decision from the others.  Since, in 
most cases, design decisions transcend time of execution, modules will not 
correspond to steps in the processing.  To achieve an efficient implementa-
tion we must abandon the assumption that a module is one or more sub-
routines, and instead allow subroutines and programs to be assembled 
collections of code from various modules. 

That is to say, we cannot hope and should not attempt to address the complexity of 
software systems as products with the mechanisms that were developed for structur-
ing complex computations.  That is why so-called module interconnection languages 
(MILs) were developed for programming in-the-large [22].  

In the architectures that are described in such languages, dependencies between 
components concern access to and usage of resources, not control flow.  Whereas pro-
gram architectures make it much simpler to understand and prove the correctness of 
the code with respect to input/output specifications, module interconnection archi-
tectures are essential for project management, namely for testing and maintenance 
support: they enforce system integrity and inter-modular compatibility; they support 
incremental modification as modules can be independently compiled and linked, and 
thus full recompilation of a modified system is not needed; and they enforce version 
control as different versions (implementations) of a module can be identified and used 
in the construction of a system. 

We should also make clear that problems of “size” do not just arise during software 
design.  Even if specification languages can factor down the size of code by at least 
one order of magnitude, they do not factor out complexity altogether.  For instance, in 
algebraic specifications, which consist of sets of sentences (axioms) in a given logic 
[17], the need to structure these sets in manageable pieces was recognised as early as 
1977 in a famous article by Burstall and Goguen whose title is, precisely, “putting 
theories together to make specifications” [4].  This concern for the complexity of 
specifications signalled the advent of category theory  [8] as a mathematical toolbox 
offering techniques for structuring logical theories into what became known as the 
“theory of institutions” [14].  Modularisation principles were extensively explored in 
this setting that contributed to the maturation of software development as an engineer-
ing discipline [13,25]. 

Other problems of “size” are also reflected in Fig. 1, e.g. in the data that some 
software applications are required to manipulate, which led to the development of da-
tabase technologies.  The same applies to control structures in the sense that termina-
tion ceased to be a correctness factor and properties of on-going execution like re-
sponsiveness started to emerge in applications such as operating and air traffic control 
systems.  
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3.3   The Case for Object-Oriented and Component-Based Development 

The article in the Scientific American goes one step further and offers possible ways 
out of the crisis: 

Musket makers did not get more productive until Eli Whitney figured out 
how to manufacture interchangeable parts that could be assembled by any 
skilled workman. In like manner, software parts can, if properly standard-
ized, be reused at many different scales. […] 

In April [1994], NIST announced that it was creating an Advanced Tech-
nology Program to help engender a market for component-based software. 

Indeed, the publication of this article is also marked by the advent of object-
oriented (OO) and component-based development.  In the context of the 
“small”/”large” divide, OO makes important contributions: 

• State encapsulation provides a criterion for modularising code: software is organ-
ised in classes that group together in methods all the operations that are allowed on 
a given piece of the system state. 

• Programming-in-the-small is used within a class to define its methods. 
• Clientship is used for interconnecting objects: an object can be declared to be a cli-

ent of another object, and methods of the client can invoke the execution of meth-
ods of the server as part of their code.  

• Inheritance is used for classifying and organising classes in hierarchies that facili-
tate reuse. 

Object-orientation cannot be taken primarily as a means of “programming-in-the-
large”.  In fact, one can argue that, in spite of grouping functionalities in classes, OO 
development could do with additional mechanisms for managing huge collections of 
classes…  Organising classes in inheritance hierarchies is a step in that direction but 
many would argue that it does not take software development deep enough into an 
engineering practice.  

Still, one has to recognise that OO software development has brought a significant 
improvement to the management of the complexity of software development.  When 
one considers alternative mechanisms for modularising imperative programming such 
as those introduced over Pascal to produce Modula, it is clear that OO is much richer 
in “methodological” contents in the sense that classes as software modules and inter-
connection via clientship, even if providing only for a rather fine grain of decomposi-
tion, organise systems according to structures that can be recognised in the problem 
domain.  

4   The Crisis 10 Years Later 

In spite of the recognised progress towards the management of the complexity of con-
structing large applications, an article published in May 2003 alerted to the fact that 
software was still under a “crisis”: 
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Computing has certainly got faster, smarter and cheaper, but it has also 
become much more complex.  Ever since the orderly days of the main-
frame, which allowed tight control of IT, computer systems have become 
ever more distributed, more heterogeneous and harder to manage. […]  

In the late 1990s, the internet and the emergence of e-commerce “broke 
IT’s back”.  Integrating incompatible systems, in particular, has become a 
big headache.  A measure of this increasing complexity is the rapid growth 
in the IT services industry. […] 

Computing is becoming a utility and software a service.  This will pro-
foundly change the economics of the IT industry. […]  

For software truly to become a service, something else has to happen: 
there has to be a wide deployment of web services. […]  

Applications will no longer be a big chunk of software that runs on a com-
puter but a combination of web services. 

4.1   Programming in-the-World 

One has to recognise that a different notion of complexity is involved here.  The arti-
cle is very explicit in saying that the problem now is not one of size – “large chunks 
of software” – but that the complexity lies in the fact that systems are ever more dis-
tributed and heterogeneous, and that software development requires the integration 
and combination of possibly “incompatible” systems.  Societal and economical impli-
cations of this notion of complexity are not any smaller.  The fact that this article ap-
peared not in the Scientific American but in a wider circulation publication – The 
Economist – shows that the debate now concerns a much more general public. 

In our opinion, one can realise that this crisis is of a different nature in the fact that 
the discussion is no longer around the complexity of building a large application that 
one needs to deliver, in time and budget, to a client, but of managing an open-ended 
structure of autonomous components, possibly distributed and highly heterogeneous.  
This means developing software components that are autonomous and can be inter-
connected with other components, software or otherwise, and managing the intercon-
nections themselves as new components may be required to join in and other to be 
removed. 

In software engineering, the term software architecture [3,10,21,24] has recently 
been reserved to this different kind of complexity.  Components are treated as inde-
pendent entities that may interact with each other along well-defined lines of commu-
nication called architectural connectors [19].  By focusing on particular kinds of com-
ponents and connectors, one can identify different architectural styles.  One can even 
compare the architectures induced by different styles on the same system and discuss 
system properties without having to analyse the code.   

In a sense, we are going back to the kind of architecture provided by structured 
programming but at a higher level of abstraction, one which often involves abstrac-
tions not directly provided by the underlying programming language: pipes, filters, 
event broadcast, client-server protocols, etc.  In other words, it is not so much the 
flow of control that we want to structure but the flow of interactions.   
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It is interesting to note that, from a mathematical point of view, category theory 
[8], as the mathematics of “structure”, still plays a fundamental role in formalising 
these architectural principles and techniques [9].  However, instead of structuring 
large specifications, as discussed in Sect 3.2, we are now interested in run-time con-
figurations of complex systems [12] and in the properties that emerge from the inter-
actions within them [7]. 

Notice that, in this context, object-orientation can be clearly identified with an ar-
chitectural style among many others.  In this respect, the article in The Economist 
challenges us to identify an architectural style that can address the complexity of the 
new generation of systems that is emerging from the internet, mobile communication, 
and other such “global computers”2 in what one could label programming “in-the-
world” [24].  In this context, one can indeed debate the merits of an object-oriented 
style and discuss the role and status of services.  

4.2   The Case for Services 

Object-oriented techniques offer little support for the kind of decomposition, organi-
sation and architectural style required for programming in-the-world.  Interactions in 
OO are based on identities [16], in the sense that, through clientship, objects interact 
by invoking the methods of specific objects (instances) to get something specific 
done: to use another object’s services, an object needs to have the server’s identity to 
send it a message or call the required service. This implies that any unanticipated 
change on the collaborations that an object maintains with other objects needs to be 
performed at the level of the code that implements that object and, possibly, of the ob-
jects with which the new collaborations are established [23].   

This in why some people claim that OO brought GOTOs back into fashion.  One 
cannot but recognise that, indeed, clientship through feature calling and method invo-
cation works for interactions in the same way as GOTOs worked for control flow.  
Indeed, one often has the feeling that HyperText and URLs in web-based IT applica-
tions tend to become the web designers' version of spaghetti code. 

Hence, in our opinion, the challenges raised in The Economist show that a differ-
ent paradigm is required to address what is clearly a different form of software com-
plexity.  This is, precisely, the paradigm that started to emerge in the guise of web 
services [1]. 

Web services have been often characterised as “self-contained, modular applica-
tions that can be described, published, located, and invoked over a network, generally 
the web” [27].  Building applications under this new paradigm is a dynamic process 
that consists in locating services that provide the basic functionalities that are re-
quired, and “orchestrating” them, i.e. establishing collaborations between them, at 
run-time, so that the desired global properties of the application can emerge from their 
joint behaviour, just in time. 

                                                           
2  “A global computer is a programmable computational infrastructure distributed at worldwide 

scale and available globally. It provides uniform services with variable guarantees for com-
munication, cooperation and mobility, modalities and disciplines for resource usage, security 
policies and mechanisms, and more.”  [26]. 
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“Integration” is another keyword in this process, often found married to “orchestra-
tion” or “marshalling”: application building in service-oriented architectures is based 
on the composition of services that have to be discovered and “marshalled” dynami-
cally at run-time.  Therefore, one of the characteristics of the service-oriented para-
digm is, precisely, the ability that it requires for interconnections to be established and 
revised dynamically, in run-time, without having to suspend execution, i.e. without 
interruption of “service”.  This is what is usually called “late” or “just-in-time” inte-
gration (as opposed to compile or design time integration).  

What marks the difference between this aspect of the complexity of software from 
the one addressed by programming-in-the-large is, precisely, the fact that software is 
not being treated as a product but as a service, as the article of The Economist makes 
clear.  It is interesting to note that this shift from object/product to service-oriented in-
teractions mirrors what has been happening already in the economy: more and more, 
business relationships are established in terms of acquisition of services (e.g. 1000 
Watts of lighting for your office) instead of products (10 lamps of 100 Watts each for 
the office).  That is, software engineering is just following the path being set for the 
economy in general and, thus, shifting somewhat away from the more traditional “in-
dustrial” technologies oriented to the production of goods to exhibit the problems that 
are characteristic of more “social” domains. 

5   Concluding Remarks 

We hope that the previous sections made clear that, in our opinion, the case for a new 
service-oriented paradigm rests, essentially, in the recognition that there is more than 
one dimension of complexity in the engineering of software intensive systems.   

Indeed, even in our everyday life, we use the term “complex” in a variety of ways.  
Many times, we apply it to entities or situations that are “complicated” in the sense 
that they offer great difficulty in understanding, solving, or explaining.  There is noth-
ing necessarily wrong or faulty in them; they are just the unavoidable result of a nec-
essary combination of parts or factors.  For instance, the human body is a complex en-
tity; none of its organs operates autonomously if separated from the whole but we 
know which vital functions each provides as part of the body, and can understand how 
the functioning of each of them depends on the rest to the extent that we can replace 
them by others of the same type. 

In other circumstances, complexity derives more from the number and “open” na-
ture of interactions that involve “autonomic” parts.  Social systems are inherently 
complex in the sense that it is very difficult to predict what properties can emerge 
from the behaviours of the parts and their interactions.  Regulations and regulators 
can be superposed to influence the way the parts interact or induce properties that one 
would like to see emerge, but complete control is hard to achieve. 

Knowledge of the physiological structure of a part does not necessarily help in un-
derstanding how it can contribute to the functioning of a social system.  For instance, 
the social behaviour of human beings is essentially independent of their physiology.  
One does not go to a psychiatrist because of a toothache (even if the toothache is driv-
ing us mad), or to the dentist complaining with stress.  A car will usually have a 
driver’s manual explaining how it can be used for social purposes (i.e. driving) and a 
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technical manual that a mechanic can use for fixing a faulty part: one does not consult 
the technical manual to find out where to switch the headlights and the mechanic does 
not need the driver’s manual to replace a bulb.  A mechanic does not need a driver’s 
licence to repair a car, and knowing that one should stop at the red light is not some-
thing that derives from the structure of the car. 

Having said this, we should point out something equally obvious: that they can very 
well be related.  We all know that a speech impediment is likely to influence one’s 
ability to socialise and that, without brakes, a car cannot be stopped at a red light. 

In our opinion, this distinction applies to software as well.  Programming in-the-
large is concerned with the physiological complexity of software systems.  Program-
ming in-the-world with their social complexity.  As such, the methods and techniques 
that best apply to one do not necessarily serve the other in the best possible way.  We 
see component-based development as addressing in-the-large issues, as highlighted in 
the article of the Scientific American.   We see services as addressing social complex-
ity, as the article of The Economist clearly suggests. 

Service-oriented architectures are still very much in their infancy, and still too 
much bound to the internet, in the guise of web services, or other specific global com-
puters like the grid, in what are known as grid services.  Service-based computing and 
software development is being uptaken by the IT industry in an ad-hoc and undisci-
plined way, raising the spectrum of a society and economy dependent on applications 
that have the ability to "talk" to each other but without "understanding" what they are 
talking about.   

This scenario suggests very clearly that a scientific challenge is there to provide the 
mathematical, methodological and technological foundations that are required for the 
new paradigm to be used effectively and responsibly in the development of the gen-
eration of systems that will operate the Information Society of tomorrow.  Such is the 
challenge that a consortium of European universities, research institutes and compa-
nies chose to address under the IST-FET-GC2 integrated project SENSORIA (Soft-
ware Engineering for Service-Oriented Overlay Computers).  SENSORIA is address-
ing the social complexity involved in service-oriented development precisely through 
some of the technologies that characterise programming “in-the-world”: coordination 
languages and models [2,11], distributed reconfigurable systems [18], and software 
architectures [10,21,24].  
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