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Summary

This document describes a proposal for a 8 hours tutorial module to be in-
cluded on the MAP-I Thematic Seminar on Global Computing, for 2008-09.

1 Context

This module provides an introduction to the state-of-the-art in data aggrega-
tion algorithms for distributed networks. Data aggregation is a core technique
in the design of efficient sensor networks and scalable systems in general. An
introduction to the subject area can be found on Robbert Van Renesse paper on
the The Importance of Aggregation

... We define aggregation as the ability to summarize informa-
tion. In the area of sensor networks it is also referred to as data
fusion. It is the basis for scalability for many, if not all, large net-
working services. For example, address aggregation allows Inter-
net routing to scale. Without it, routing tables would need a sepa-
rate entry for each Internet address. Besides a problem of memory
size, populating the tables would be all but impossible. DNS also
makes extensive use of aggregation, allowing domain name to at-
tribute mappings to be resolved in a small number of steps. Many
basic distributed paradigms and consistency mechanisms are based
on aggregation. For example, synchronization based on voting re-
quires votes to be counted.

One application of aggregation is decentralized network size estimation al-
gorithms. Systems, such as Skype, estimate the number of active users by cen-
tralized algorithms, enacting a high demand on central resources and creating
single points of failure. Aggregation introduces scalable decentralized algo-
rithms that allow counting (or summing in the general case) over a distributed
network of nodes. The results can be used in a broad class of distributed al-
gorithms, including Distributed Hash Tables, Multicast Algorithms, Quorum
Building and Load Balancing.
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A particular application is found on sensor networks, where data collec-
tion is often only pratical if aggregation is performed. Aggregation-based tech-
niques can be used to detect how many sensors are deployed in a given area
or what is the average temperature in the covered area. In these systems data
aggregation must be performed along the communication paths, as it would
be impractical, energy-wise, to collect all measured values.

2 Objectives

The goal of this module is to provide a solid background on the emerging sub-
ject of data aggregation in distributed networks. The course will present the
abstractions that model data aggregation and basic network topologies (con-
centrating on mesh, random and small-world networks); it will introduce the
state-of-the-art in data aggregation algorithms; and will discuss new research
directions in the area.

The course will show what can be currently achieved with the most recent
results and hopefully motivate graduate students towards new directions of
research in this recent field.

3 Learning Outcomes

Upon successful completion of this course, students should be able to:

• know the main aggregation techniques and classes of aggregation algo-
rithms;

• discuss the properties and complexity tradeoffs of aggregation algorithms;

• analyze a given aggregation task and decide how to achieve it with exist-
ing tools;

• extract information from scientific papers in the area;

• address new problems beyond the state-of-the-art.

4 Pre-Requisites

The course assumes familiarity with distributed systems and networking top-
ics at undergraduate level.

5 Format

Tutorial module. Dedicated lecture notes will be provided.

6 Grading

The assessment will be made by a written exam about one or more research
papers covered in the module.
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7 Content

1. Aggregation: Basic Functions, Function Decomposition;

2. Network Models: Topologies, Metrics;

3. Network Size Estimation;

4. Aggregation of Sums: FM Sketches, Separable Functions, Extrema Prop-
agation;

5. Averaging Techniques: Push-Pull, Push-Sum, Distributed Random Group-
ing, Delta Adjusting.
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A Instructors

The teaching team consists of two members of the Distributed Systems Group
(GSD) of the Informatics Department of Minho University. Both lecturers have
more than 10 years of experience of teaching and research in distributed sys-
tems.

The teams research on Data Aggregation is still recent: In 2005 there was a
focus on improving Bloom Filters; this lead to a Journal publication in Infor-
mation Processing Letters (Elsevier) [9]; in 2006 a new probabilistic technique
was developed for aggregation of sums; the results are under submission and
available as Technical Report since May 2006. Also in 2006, a new research line
was started on providing message loss tolerance to aggregation algorithms.

Paulo Sérgio Almeida is a lecturer at the Department of Informatics of Minho
University, and a researcher member of CCTC. His scientific research activities
are centered in distributed systems. The two main topics of research have been
time/version stamping mechanisms and distributed data aggregation algo-
rithms. The mains results of late have been Dynamic Version Stamps, Bounded
Version Vectors and Scalable Bloom Filters.

Carlos Baquero is a lecturer at the Department of Informatics of Minho Uni-
versity, and a researcher member of CCTC. His research interests are focused
on distributed systems, in particular in causality tracking, peer-to-peer sys-
tems and mobile computing. Recent research is focused on highly dynamic
distributed systems, both in internet P2P settings and in mobile and sensor
networks.
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